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A little about Habana

AFounded in 2016 to develop purpobeilt Al processors

Intel
ALaunched inference processor in 2018, training processor in 2019 In e
AAcquired by Intel in [at€019 &
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A Accessing Intel ecosystem and customer partnerships

A Delivering aggressive roadmap optimized for Al data center performance and efficie



Demand for compute for ML training doubles

every 3.4 months

Alncreasing Complexity

X Businesses need higher precision in the
model predictions

X Results in larger and more complex
models

X Requires frequent retraining of models

Alncreasing Costs

X Increasing compute power required for
frequent training of larger models drives
up cost to train

X Becomes a barrier for innovation and
growth
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Computing power used in training Al systems
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Need for dedicated Al processors to address the compute, memory and communication challer
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